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Multimodal Learning

« Stuff can be recorded/expressed in different modalities:

- Text
- Digital Images
- Speech

« Each signal has very unique characteristics, impossible
to directly compare sensor outputs (e.g. comparing pixel
Intensities to word-count vectors)

 |dea: Use multi-layer network to map input to a
“modality independent” representation



Multimodal Learning

* Multimodal learning problems:

- How to take advantage of multiple modalities to
puild better classifiers?

- How to translate between modalities? I.e. given an
Image, create a text description.



Multimodal Learning

 The idea Is to “learn” the joint distribution P(v,t) of visual and
textual representations of stuff

- Find a P such that P(V = | t = Cat) is high

* We can use P to perform some of previous tasks:

— Getting a description of an image corresponds to sampling from the
conditional distribution P(t|v)



Multimodal learning
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Figure 1: Left: Examples of text generated from a Deep Boltzmann Machine by sampling from

P(Vtmt |V-im-g 3 6) :

Right: Examples of images retrieved using features generated from a

Deep Boltzmann Machine by sampling from P(v;p,g|Vize: 6).



Boltzmann Machines

* The joint distribution P(v,t) will be represented by a
“Deep Multimodal Boltzmann Machine”, a type of
stochastic neural network.

. Given many examples {v,t}, the training procedure
(approximately) optimizes average likelihood:

Y. log P(v,t;0)

» At runtime, use efficient approximations to perform
tasks of interest: sampling P(v |t) or P(t | v)



Boltzmann Machines

Restricted Boltzmann Machines

Gaussian-Bernoulli RBM

- Modification for real valued inputs (e.g. images)
Replicated Softmax RBM

- Modification for categorical inputs (e.g. word count vectors)
Deep Boltzmann Machine

- A boltzmann machine with multiple hidden layers

Gaussian + Replicated Softmax + Deep = Multimodal
Deep Boltzmann Machine



Restricted Boltzmann Machine

* A binary-valued stochastic neural network

» Units partitioned into hidden & visible groups

« “Computation” proceeds by selecting a unit at
random and updating its value stochastically:

- P(h(t+1)=1
- P(v(t+1)=0

h(t),v(t)) = a(Zw, v+ &)

|

h(t) V(D) = oEW, )+ b)




Restricted Boltzmann Machine

« RBM can also be thought of as an undirected
graphical model.

* The stationary distribution of the update rule Is
P(v,h) = exp(X. w.vh + ¥ha + Xvb. )/Z

Lj iy i |

» Larger value of P(v) <« RBM visits v frequently

« Sampling from P( | U =u) Is done by clamping
the group of units to the state u. «» . = h




Replicated Softmax RBM

* A modification that is useful for modeling count
data.

 For example, one can represent a document
with words from a dictionary of size K using a K
dimensional vector v, where vi = # of times
dictionary word | occurs.

Input Reconstruction

chocolate, cake cake, chocolate, sweets, dessert, cupcake, food, sugar, cream, birthday
nyc nyc, newyork, brooklyn, queens, gothamist, manhattan, subway, streetart
dog dog, puppy, perro, dogs, pet, filmshots, tongue, pets, nose, animal

flower, high, 7€ flower, f€, high, japan, sakura, H7<, blossom, tokyo, lily, cherry

girl, rain, station, norway norway, station, rain, girl, oslo, train, umbrella, wet, railway, weather
fun, life, children children, fun, life, kids, child, playing, boys, kid, play, love

forest, blur forest, blur, woods, motion, trees, movement, path, trail, green, focus
espana, agua, granada espana, agua, spain, granada, water, andalucia, naturaleza, galicia, nieve

Table 1: Some examples of one-step reconstruction from the Replicated Softmax Model.



Deep Boltzmann Machine

* Multiple layers of hidden units
e P(v,n1,h2) is similar to RBM:
* P(v,ht,h2) = exp(-E(v,nt,n2))/Z

« E(v,ht,h?) = X, wivht + X w2 h2hl + bias terms




Multimodal DBM

* Image layer vmunits are Gaussian units.
e Text units vtare Replicated-Softmax units
* All others are binary

Multimodal DBM

Image-specific DBM Text-specific DBM




Multimodal DBM
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Multimodal DBM

* An energy function E(vt,vm, him h2m hit h2t)
describes the stationary distribution:
p(vt,ym,him ) = exp(-E(vt,ym,him, . ..))/Z

* Optimization problem: Max p(vt,vm;0)

 Requires MCMC techniques to approximate

m (1m) (2m) (3) (2t) (1¢) t
(d/d8) log p(vt,ym;@) Y= bl hE hT b bl v




Experiments

» Task: Generate tags for an image, find image by tags

» Dataset: Flickr. Pairs of (image,tags). Each tag is an
(unordered) collection of words describing the image.

 DBM trained to represent P(features,tags)

* Features are standard computer vision features,
represented by ~4000 dimensions

» Tags are represented by word counts of the 2000 most
common words in the Flickr Data



Experiments

* Filling In missing modalities:
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Figure 1: Left: Examples of text generated from a Deep Boltzmann Machine by sampling from

P(Vtmt |V-im.g-: 9)

Right: Examples of images retrieved using features generated from a

Deep Boltzmann Machine by sampling from P(v;,g|Vies: 6).



Experiments

Step 50 Step 100 Step 150 Step 200 Step 250
travel beach sea water italy
trip ocean beach canada water
vacation waves island bc sea
africa sea vacation britishcolumbia boat
earthasia sand travel reflection italia
asia nikon ocean alberta mare
men surf caribbean lake venizia
2007 rocks tropical quebec acqua
india coast resort ontario ocean
tourism shore trip ice venice

Figure 5: Text generated by the DBM conditioned on an image by running a Gibbs sampler. Ten
words with the highest probability are shown at the end of every 50 sampling steps.

Input

g7 Step 50 Step 100 Step 150 Step 200 Step 250

purple,
flowers

car, auto-
mobile

Figure 6: Images retrieved by running a Gibbs sampler conditioned on the input tags. The images
shown are those which are closest to the sampled image features. Samples were taken
after every 50 steps.



Other stuff

Classification: Use the weights obtained from
optimizing probabilities p(v,t) to initialize a
neural network

“Pretraining”
Approximations used Iin optimization procedure

Experiments on audio/video data e.g. learning
p(audio,video)



End

e Thanks!
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