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Overview

● Problem: Multimodal learning
● Model: Boltzmann machines
● Extensions for multiple modalities
● Experiments



  

Multimodal Learning

● Stuff can be recorded/expressed in different modalities:
– Text

– Digital Images

– Speech

● Each signal has very unique characteristics, impossible 
to directly compare sensor outputs (e.g. comparing pixel 
intensities to word-count vectors)

● Idea: Use multi-layer network to map input to a 
“modality independent” representation



  

Multimodal Learning

● Multimodal learning problems:
– How to take advantage of multiple modalities to 

build better classifiers?

– How to translate between modalities? i.e. given an 
image, create a text description.



  

Multimodal Learning

● The idea is to “learn” the joint distribution P(v,t) of visual and 
textual representations of stuff

– Find a P such that P(v =                             | t = Cat) is high

● We can use P to perform some of previous tasks: 
– Getting a description of an image corresponds to sampling from the 

conditional distribution P( t | v )



Multimodal learning



  

Boltzmann Machines

● The joint distribution P(v,t) will be represented by a 
“Deep Multimodal Boltzmann Machine”, a type of 
stochastic neural network.

● Given many examples {vi,ti}, the training procedure 
 (approximately) optimizes average likelihood: 

Σi log P(vi,ti;θ)

● At runtime, use efficient approximations to perform 
tasks of interest: sampling P(v | t ) or P(t | v)



  

Boltzmann Machines

● Restricted Boltzmann Machines
● Gaussian-Bernoulli RBM

– Modification for real valued inputs (e.g. images)

● Replicated Softmax RBM
– Modification for categorical inputs (e.g. word count vectors)

● Deep Boltzmann Machine
– A boltzmann machine with multiple hidden layers

● Gaussian + Replicated Softmax + Deep = Multimodal 
Deep Boltzmann Machine



  

Restricted Boltzmann Machine

● A binary-valued stochastic neural network
● Units partitioned into hidden & visible groups
● “Computation” proceeds by selecting a unit at 

random and updating its value stochastically:

– P(hi(t+1)= 1 | h(t),v(t)) = σ(Σjwi,jvj(t)+ ai)

– P(vi(t+1)= 0 | h(t),v(t)) = σ(Σjwj,ihj(t)+ bi)



  

Restricted Boltzmann Machine

● RBM can also be thought of as an undirected 
graphical model.

● The stationary distribution of the update rule is

P(v,h) = exp(Σi,jwijvjhi + Σihiai  + Σivibi  )/Z

● Larger value of P(v) ↔ RBM visits v frequently
● Sampling from P(  | U = u ) is done by clamping 

the group of units to the state u.



  

Replicated Softmax RBM

● A modification that is useful for modeling count 
data.

● For example, one can represent a document 
with words from a dictionary of size K using a K 
dimensional vector v, where vi = # of times 
dictionary word i occurs.



  

Deep Boltzmann Machine

● Multiple layers of hidden units
● P(v,h1,h2) is similar to RBM:
● P(v,h1,h2) = exp(-E(v,h1,h2))/Z

● E(v,h1,h2) = Σi,jw1
ijvjh1

i + Σi,jw2
ijh2

ih1
j + bias terms



  

Multimodal DBM

● Image layer vm units are Gaussian units.
● Text units vt are Replicated-Softmax units
● All others are binary



  

Multimodal DBM



  

Multimodal DBM

● An energy function E(vt,vm, h1m,h2m,h1t,h2t)

describes the stationary distribution:

p(vt,vm,h1m,...) = exp(-E(vt,vm,h1m,...))/Z
● Optimization problem: Max p(vt,vm;θ)
● Requires MCMC techniques to approximate 

(d/dθ) log p(vt,vm;θ)



  

Experiments

● Task: Generate tags for an image, find image by tags
● Dataset: Flickr. Pairs of (image,tags). Each tag is an 

(unordered) collection of words describing the image.
● DBM trained to represent P(features,tags)
● Features are standard computer vision features, 

represented by ~4000 dimensions
● Tags are represented by word counts of the 2000 most 

common words in the Flickr Data



  

Experiments

● Filling in missing modalities:



  

Experiments



  

Other stuff

● Classification: Use the weights obtained from 
optimizing probabilities p(v,t) to initialize a 
neural network

● “Pretraining”
● Approximations used in optimization procedure
● Experiments on audio/video data e.g. learning

p(audio,video)



  

End

● Thanks!
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